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Abstract

Automatic modulation classification (AMC) is one of the critical tasks in Software-defined radio (SDR). Deep learning

enabled automated cognitive radio processes have gained immense popularity due to high performance without the need for

explicit feature search. This paper designed the ensemble federated learning scheme to train high quality deep learning model

for AMC on decentralized data. A blockchain network has been used to train the base federated models while the ensemble

learning is performed on a server using Tensorflow. Simulation results show that the ensemble federated model outperforms the

base federated models.

I. INTRODUCTION

The technology of Software-defined radio (SDR) has

brought a revolution in communication systems by enabling

dependent channel adaption to utilize scarce resources ef-

ficiently. Automatic modulation classification (AMC) is an

important task in cognitive radio to automatically recognize

the modulation format of the unknown signal. Once the signal

detection process is completed, AMC is performed before

demodulation [1]. The researchers are exploiting the high

performance of deep learning technology to enhance wireless

communication systems. With deep learning techniques such

as convolutional neural networks, cognitive radio tasks such as

AMC can be done without the need for explicit feature search.

Federated Learning enables to train the high-performing

shared machine learning model on the decentralized data.

Ensemble Learning is an efficacious method to boost perfor-

mance and stability in comparison to the stand-alone single

classifier. In this paper, We designed an ensemble federated

learning scheme for automatic modulation classification. The

contribution of this study is summarized as follows:

• We trained five base federated learning models using the

same local datasets on three different signal processing

units for signal modulation classification.

• The trained federated learning models are later ensembled

using simple majority voting rule to build ensemble

federated model.

• The simulation results show that the ensemble federated

model has improvised accuracy compared to base feder-

ated models.

The remaining of the paper is organized as follows: Section

II illustrates the system model for signal modulation classifi-

cation under ensemble federated settings. Section III formulate

the ensemble federated learning problem. Section IV briefly

describe the dataset used and implementation details in our

study. Section V presents the simulation results and Section

VI concludes our paper.

II. SYSTEM MODEL

The system model consists of three signal processing units

A,B,C having Da, Db, Dc as the datasets respectively. As

per the EFLChain framework [2] specification, a blockchain

network NB provides federated learning model training ser-

vice for multiple global models. A server S is available to

ensemble the federated learning models extracted from the

EFLchain framework.

III. PROBLEM FORMULATION

The signal proccessing units A,B,C train 5 Convolu-

tional Neural Network (CNN) models (M1,M2,M3,M4,M5)

through federated learning using datasets Da, Db, Dc re-

spectively on the blockchain network NB as specified in
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Fig. 1. System Model

EFLchain framework. The server S ensemble the trained

federated models to make ensemble federated model ME using

simple majority voting rule.

Let C be the set of classes labels, and ŷ1, ŷ2, ŷ3, ŷ4, ŷ5 ∈ C

be the predicted output of M1,M2,M3,M4,M5 of data point

x in feature space X respectively, then the output of ME is

J = argmaxj∈{1,2,...,C}
5∑

t=1

dt,j , J ∈ C (1)

Where

dt,j =

⎧⎨
⎩
1 if ŷt = j

0 if ŷt �= j
. (2)

IV. DATASET

A. Dataset Details

We used GNU Radio (RML2016.10a) dataset [3] for signal

modulation classification. The dataset has labeled raw IQ

data for 11 different modulation techniques such as 8PSK,

AM-DSB, AM-SSB, BPSK, CPFSK, GFSK, PAM4, QAM16,

QAM64, QPSK, and WBFM.

B. Splitting

We take 25% of the dataset as a validation dataset DV .

While the rest of the 75% dataset is split equally between each

of 3 signal processing units as (Da, Db, Dc). DV is assumed

to be publicly available without privacy instigation so that all

the designed models can be validated on it.

V. SIMULATION RESULTS

We used the EFLchain framework for the training of each

global base model. EFLchain assigns a separate channel for

the training of each global base model. Each block in a

channel bundles the local model updates for a particular

global iteration. Where the local model updates are aggregated

using Federated averaging (FedAvg) [4] in the global model

state trie at each channel after each global iteration [5]. The

Hyperledger Fabric [6] is used as the underlying blockchain

platform. The FedAvg process is implemented using the chain

code. Whereas, The global model state trie is implemented

in the LevelDB database. The detailed implementation of the

EFLchain is out of the scope of this paper.

Table. I, Table. II and Table. III shows the models’ archi-

tecture. Where, ZP2D is ZeroPadding2D layer.

TABLE I

MODEL ARCHITECTURE FOR M1

M1

ActivationValueLayer
-(2,128)Input

-( 2, 128, 1)Reshape

-( 0,2)ZP2D

Relu128 (1,3)Conv2D

-( 0,2)ZP2D

Relu32 (2,3)Conv2D

-Flatten -

Relu64Dense

Softmax11Dense

The base models are later ensembled using tensorflow [9]

with keras library [10] on Google Colaboratory [11] platform.

The training accuracy of the ensemble federated model ME

can not be measured because of its ensembling nature and

non-availability of training data at the server S. However,

the validation accuracy for all federated models and ensemble

federated model is shown in Fig. 2.

The performance metrics of all the models are depicted in

TABLE II

MODEL ARCHITECTURE FOR M2 AND M3

M2 M3 (VT-CNN2) [7], [8]

ActivationValueLayer ActivationValueLayer
-(2,128)Input -(2,128)Input

-( 2, 128, 1)Reshape -( 2, 128, 1)Reshape

-( 0,2)ZP2D -( 0,2)ZP2D

Relu192 (1,3)Conv2D Relu256 (1,3)Conv2D

-( 0,2)ZP2D -( 0,2)ZP2D

Relu64 (2,3)Conv2D Relu80 (2,3)Conv2D

-Flatten - -Flatten -

Relu128Dense Relu256Dense

11Dense Softmax 11Dense Softmax
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TABLE III

MODEL ARCHITECTURE FOR M4 AND M5

M4 M5

ActivationValueLayer ActivationValueLayer
-(2,128)Input -(2,128)Input

-( 2, 128, 1)Reshape -( 2, 128, 1)Reshape

-( 0,2)ZP2D -( 0,2)ZP2D

Relu64 (1,3)Conv2D Relu128 (1,3)Conv2D

-0.2Dropout -0.2Dropout

-( 0,2)ZP2D -( 0,2)ZP2D

Relu64 (2,3)Conv2D Relu128 (2,3)Conv2D

-0.2Dropout -0.2Dropout

-( 0,2)ZP2D -( 0,2)ZP2D

Relu64 (1,3)Conv2D Relu64 (1,3)Conv2D

-0.2Dropout -0.2Dropout

-Flatten - -Flatten -

64Dense Relu Relu128Dense

11Dense Softmax 11Dense Softmax

Fig. 2. Validation Accuracy

Table. IV. The ensemble federated model ME has improved

performance relative to base federated models.

TABLE IV

PERFORMANCE EVALUATION ON VALIDATION DATASET DV

Precision Recall F-1 Auccuracy

M1 0.93 0.82 0.83 0.82

M2 0.89 0.82 0.83 0.82

M3 0.86 0.81 0.82 0.81

M4 0.96 0.84 0.85 0.84

M5 0.97 0.83 0.85 0.83

ME 0.97 0.84 0.85 0.85

VI. CONCLUSION

Deep learning-based Automatic modulation classification

(AMC) has reaped extensive adoration in automated cogni-

tive radio operation. In this paper, we designed and imple-

mented the ensemble federated learning scheme for AMC.

A blockchain network is used to train the base federated

models while the ensemble learning is performed on a server.

Simulation results show that the ensemble federated model

transcends the base federated models.
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